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1

METHOD AND DEVICES FOR FREQUENCY
DISTRIBUTION

FIELD OF THE INVENTION

The present invention relates to methods and devices for
frequency distribution. It is particularly, but not exclusively,
concerned with providing a mechanism to directly measure
and remove packet delay variation eftects in the clock recov-
ery mechanism at a slave clock.

BACKGROUND OF THE INVENTION

IEEE 1588 Precision Time Protocol (“PTP”) is defined in
the IEEE 1588-2002 (Version 1) and 1588-2008 (Version 2)
standards. IEEE 1588 has been designed as an improvement
to current methods of synchronization within a distributed
network of devices. It is designed for systems requiring very
high accuracies beyond those attainable using Network Time
Protocol (NTP). Unlike NTP, IEEE 1588 uses ‘hardware
timestamping’ approach to deliver timing accuracy well
under a microsecond. It is also designed for applications that
cannot bear the cost of a GPS receiver at each node, or for
which GPS signals are inaccessible.

IEEE 1588 is now the industry accepted packet-based
method/standard to synchronize the clocks of distributed sys-
tems with high precision (accuracies in the nanosecond lev-
els). PTP is a message based protocol that can be imple-
mented across packet based networks including, but not
limited to, Ethernet. Its underlying principle is a master/slave
concept based on the regular exchange of synchronization
messages. I[EEE 1588 synchronizes all clocks within a net-
work by allowing clocks to adjust their frequency/time to the
highest quality clock (the GrandMaster clock).

The IEEE 1588 standard defines the set descriptors that
characterize a clock, the states ofa clock and the allowed state
transitions. It defines network messages, fields and seman-
tics, the datasets maintained by each clock and the actions and
timing for all IEEE 1588 network and internal events. It also
describes a suite of messages used for monitoring the system,
specifications for an Ethernet-based implementation and con-
formance requirements and gives some implementation sug-
gestions.

A complete IEEE 1588-based solution includes servo
(control) algorithms, filters, and PTP-clock based on hard-
ware timer and direct timer access. The IEEE 1588 standards
define a wide range of synchronization capabilities except the
clock recovery mechanisms (servo algorithm, PLL, timers,
etc.) to be used at the receiver (slave) to synchronize its local
clock to the master. The last pieces are vendor and proprietary
solutions and are often product differentiators.

The primary challenge in designing a clock distribution
system for packet networks is dealing with packet delay
variations (PDV's)—that is, the variable packet transit delays.
Typically, a protocol such as IEEE 1588 PTP is used for
distributing timing information from a master to one or more
slaves. A clock recovery mechanism at a slave then uses this
timing information to recover the master clock. PDV is a
direct contributor to the noise in the recovered clock and
various techniques are necessary to mitigate its effects.

Packet delay variation (PDV) is therefore the main factor
affecting the accuracy and stability of slave clocks when
using packet timing protocols such as IEEE 1588 PTP. Packet
network devices such as switches and routers introduce a
variable delay to packets (PDV) that inhibits accurate path
delay measurements and clock synchronization. Even for
techniques that do not require path delay measurements for
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2

clock synchronization, the PDV is a direct contributor to the
noise in the recovered clock. The PDV inherent in packet
networks is a primary source of clock noise. The higher the
clock noise, the poorer the clock quality rendering the recov-
ered clock sometimes unusable for end system applications
when the noise exceeds application defined thresholds. The
term “clock noise” used herein refers to all impairments to the
timing information recovered at the slave including jitter,
wander, and other imperfections in the recovered clock.

For instance, for time synchronization, the variation in
delay from packet to packet through the network induces
noise in the slave’s perception of the time at the master.
Constant delay would cause a fixed offset, however variable
delay causes a varying estimate of the offset. The perfor-
mance of the slave is affected by both the magnitude of this
variation, and how effective the slave’s filter is at removing
this noise.

Transparent clocks have been introduced in IEEE 1588
Version 2 to allow them to measure actual packet delays and
to communicate these delay measurements to slaves. The
slave can then correctly adjust its clock while compensating
for the actual delay variations. This is to allow the slaves to
remove the negative effects that these delay variations cause.
It is an object of the present invention to provide a new clock
recovery mechanism that directly accounts and compensates
for PDV eftects on the communication path between a master
and a slave clock.

Overview of IEEE 1588v2 PTP

The GrandMaster (GM) is the root timing reference in a
domain and transmits synchronization information to the
clocks residing in its domain. In IEEE 1588v2 PTP messages
are categorized into event and general messages. All IEEE
1588 PTP messages have a common header. Event messages
are timed messages in that an accurate timestamp is generated
at both transmission and receipt of each message. Event mes-
sages have to be accurately timestamped since the accuracy in
transmission and receipt timestamps directly affects clock
distribution accuracy. A timestamp event is generated at the
time of transmission and reception of any event message.
General messages are not required to be timestamped. The set
of'event messages consists of Sync, Delay_Req, Pdelay_Req,
and Pdelay_Resp. The set of general messages consists of
Announce, Follow_Up, Delay_Resp, Pdelay_Resp_Fol-
low_Up, Management, and Signaling.

IEEE 1588 PTP allows for two different types of times-
tamping methods, either one-step or two-step. One-step
clocks update time information within event messages (Sync
and Delay-Req) on-the-fly, while two-step clocks convey the
precise timestamps of packets in general messages (Fol-
low_Up and Delay_Resp).

The Sync, Delay_Req, Follow_Up, and Delay_Resp mes-
sages are used to generate and communicate the timing infor-
mation needed to synchronize ordinary and boundary clocks
(described in more detail below) using the delay request-
response mechanism. A Sync message is transmitted by a
master to its slaves and either contains the exact time of its
transmission or is followed by a Follow_Up message contain-
ing this time. In a two-step ordinary or boundary clock, the
Follow_Up message communicates the value of the departure
timestamp for a particular Sync message. A Delay_Req mes-
sage is a request for the receiving node to return the time at
which the Delay_Req message was received, using
a Delay_Resp message.

The basic pattern of synchronization message exchanges
for the one-step and two-step clocks are illustrated in FIG. 1
and FIG. 2, respectively. The message exchange pattern for
the two-step clock can be explained as follows. The master 1
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sends a Sync message to the slave 3 and notes the time T, at
which it was sent according to its clock 4. The slave 3 receives
the Sync message and notes the time of reception T,. The
master 1 conveys to the slave 3 the timestamp T, by one of two
ways: 1) Embedding the timestamp T, in the Sync message.
This requires some sort of hardware processing (i.e., hard-
ware timestamping) for highest accuracy and precision. 2)
Embedding the timestamp T, in a Follow_Up message. Next,
the slave 3 sends a Delay_Req message to the master and
notes the time T; at which it was sent. The master 1 receives
the Delay_Req message and notes the time of reception T,.
The master 1 conveys to the slave 3 the timestamp T, by
embedding it in a Delay_Resp message.

At the end of this PTP messages exchange, the slave 3
possesses all four timestamps {T,, T,, T3, T,}. These times-
tamps may be used to compute the offset of the slave’s clock
5 with respect to the master clock 4 and the mean propagation
time of messages between the two clocks. The computation of
offset and propagation time assumes that the master-to-slave
and slave-to-master propagation times are equal, i.e. that
there is a symmetrical communication path.

Like NTP, PTP requires an accurate measurement of the
communication path delay between the time server (master)
and the client (slave). PTP measures the exact message trans-
mit time and receive times and uses these times to calculate
the communication path delay and clock offset. This delay
measurement principle determines path delay between
devices on the network and the local clocks are adjusted for
this delay using the series of messages sent between masters
and slaves (FIG. 1 and FIG. 2). The one-way delay time is
calculated by averaging the path delay of the transmit and
receive messages. This calculation assumes a symmetrical
communication path.

However, switched networks do not necessarily have sym-
metrical communication paths, due to the buffering process in
the network nodes, which can result in asymmetrical packet
delay times. To address this, PTP provides a method, using
transparent clock devices (implemented in switches and rout-
ers), to measure and account for the delay experienced by PTP
messages in a time interval field in the PTP messages. This
setup makes the switches and routers temporarily transparent
(from a synchronization viewpoint) to the master and slave
nodes on the network.

Best Master Clock (BMC) Algorithm

The BMC specifies how each clock on the network deter-
mines the best clock that can serve as master in its subdomain
out of all the clocks it can see, including itself. The BMC
algorithm runs on the network continuously and quickly
adjusts for changes in network configuration. The BMC uses
the following criteria to determine the best master clock in the
subdomain:

Clock quality (for example, GPS is considered the highest

quality)

Clock accuracy of the clock’s time base

Stability of the local oscillator

Closest clock to the GM

In addition to identifying the best master clock, the BMC
algorithm also ensures that clock conflicts do not occur on the
PTP network by ensuring that clocks do not have to negotiate
with one another, and there is no misconfiguration, such as
two master clocks or no master clocks, as a result of the
master clock identification process.

PTP Clocks

A PTP network is made up of PTP-enabled devices and
devices that are not using PTP. The PTP-enabled devices
typically consist of the following clock types.
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GrandMaster Clock

Within a PTP domain, the GM clock is the primary source
of time for clock synchronization using PTP. The GM clock
usually has a very precise time source, such as a GPS or
atomic clock. When the network does not require any external
time reference and only needs to be synchronized internally,
the GM clock can free run.

Ordinary Clock

This is a single port device that can be a master or slave
within a subdomain. It can be selected as a master or slave
within a segment according to the BMC algorithm. Ordinary
clocks are the most common clock type on a PTP network
because they are used as end nodes on a network that is
connected to devices requiring synchronization. Ordinary
clocks have various interfaces to external devices (end users
and applications).

Boundary Clock

This is a multi-port device that can be a master or slave
clock. A boundary clock (BC) 6 terminates the upstream PTP
connection and initiates a downstream PTP connection. A
generalised example of a boundary clock is shown in the
blow-up part of FIG. 3. In general deployment, a boundary
clock 6 has an internal slave clock 60 that recovers a clock.
This clock 60 is then used to drive the internal master 61,
which supplies the clock to the next node. Boundary clocks 6
provide an interface between PTP domains. They intercept
and process all PTP messages, and pass all other network
traffic. The boundary clock 6 uses the BMC algorithm to
select the best clock seen by any port. The selected port is then
set as a slave. The master port synchronizes the clocks con-
nected downstream, while the slave port synchronizes with
the upstream master clock.

Ordinary and boundary clocks configured for the delay
request-response mechanism use the following event mes-
sages to generate and communicate timing information—
Synec, Delay_Req, Follow_Up, Delay_Resp. The delay
request-response mechanism is used to measure the path
delay between a master and an ordinary or boundary clock.
Peer-to-peer transparent clocks (see below) use a similar
mechanism called the peer delay mechanism but with differ-
ent PTP messages.

Transparent Clocks

The processing and buffering of packets in network devices
(switches, routers, etc.) introduce variations in the time
latency of packets traversing the packet network as illustrated
in FIGS. 4 and 5. The variations in these delays means that the
assumption that packet delay is the same in each direction is
invalid, thus rendering the path delay calculations of PTP
inaccurate. This issue can been addressed with the use of
boundary clocks and transparent clocks.

A transparent clock (TC) does not act as a master or slave,
but instead bridges these two and forwards PTP event mes-
sages and provides corrections for the residence time across
the bridge. Residence time is the delay between the reception
and transmission of a PTP message through a transparent
clock device. These delays must be fully accounted for in the
slave time offset correction. The role of transparent clocks in
a PTP network is to determine certain path delay parameters
and update a time-interval field (the correction field) that is
part of the PTP event message header. This update allows the
terminating clock to compensate for switch delays when syn-
chronizing it clock to the master. The two types of transparent
clocks are described below.

End-to-End (E2E) Transparent Clock

This is amulti-port device that is not a master or slave clock
but a bridge between the two. This clock measures the mes-
sage transit time (also known as resident time) in the device
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for (PTP event) Sync and Delay_Request messages. This
measured transit time is added to the correction field in the
corresponding messages as follows:

The measured transit time of a Sync message is added to
the correction field of the corresponding Sync or the Fol-
low_Up message. In the one-step mode the residence time is
added to the correction field of the Sync message; in the
twostep mode the residence time is added to the correction
field of the Follow_Up message.

The measured transit time of a Delay_Request message is
added to the correction field of the corresponding Delay_Re-
sponse message.

E2E TC devices measure the delay the PTP packet resides
in the TC device and increment the correction field in the PTP
header as shown in FIG. 6. FIG. 7 shows the flow of PTP
messages through an example network of E2E TC devices.
The correction field ends up containing the sum of all the
residence times that a Sync or Delay_Request message has
encountered on its way through all E2E-TC network elements
on the path. By doing so, the slave clock or boundary clock
further down the line can determine how long the PTP packet
resided in the TC devices before it. The slave clock can then
use the residence times accumulated in the correction filed to
mitigate the effects of PDV. This information is used by the
slave when determining the offset between the slave’s and the
master’s time. E2E transparent clocks do not provide correc-
tion for the propagation delay of the link itself between
devices.

A one-step E2E TC updates for switch delay in Sync and
Delay-Req messages as they pass through the switch while a
two-step TC updates a field in the non time-critical general
message (Follow_Up and Delay_Resp).

The process in FIG. 7 continues hop by hop (where N is the
number of hops or links), and the Follow-Up (two-step
mode), Sync (one-step mode) or Delay_Req (delay request
response mechanism) messages maintain a running total of
the residence times; resulting in a grand total delay value from
master to slave. Upon receipt of the final message, the slave
device calculates its offset using the running total of the
residence times which is described by the following formula:

N-1
total_residence_time = Z r

i=

Peer-to-Peer (P2P) Transparent Clock

This is a multi-port device that is not a master or slave clock
but a bridge between the two. This clock determines the
residence time of a Sync message through the switch. It also
determines the inbound path (link) delay as measured using
the peer delay mechanism. Both values are added up and
placed in the correction field of the Sync message or associ-
ated Follow_Up message as illustrated in FIG. 8. A P2P TC
forwards and modifies Sync and Follow_Up messages only to
compensate for residence time and peer uplink delay. The
message exchange of a P2P TC is shown in FIG. 9. A one-step
P2P TC updates for switch delay in Sync messages as they
pass through the switch while a two-step TC updates a field in
the non time-critical general message (Follow_Up).

The upstream link delay is the estimated packet propaga-
tion delay between the upstream neighbor P2P TC and the
P2P TC under consideration. The correction field of the mes-
sage received by the slave contains the sum of all residence
times and link delays. In theory this is the total end-to-end
delay (from master to slave) of the Sync packet. P2P TCs use
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the following event messages for peer delay measurements:
Pdelay_Req, Pdelay_Resp, and Pdelay_Resp Follow_Up.
These messages are sent in the sequence shown in FIG. 10.

As the process in FIG. 9 continues hop by hop (where N is
the number of hops or links), the Sync or Follow-Up Mes-
sages maintain a running total of the residence and propaga-
tion times; resulting in a grand total delay value from master
to slave. Upon receipt of the final Sync or Follow-Up Mes-
sage, the slave device calculates its offset using the grand total
delay which is described by the following formula:

total_residence time plus propagation delay =

It is noted here that although the sum of the propagation
and residence delays at each transparent clock (p,, 1, pa,
I, ... ) is included in the Sync message’s associated Follow-
Up’s offset correction field, the final propagation delay from
transparent clock 2 to the slave device must be included in
order to fully capture the end-to-end delay.

Methods for Frequency/Time Transfer

This section reviews the various methods used for fre-
quency/time transfer using a protocol such as IEEE 1588 PTP.
We focus on methods that have the capabilities of removing
the negative effects that PDV has on the synchronization
process.

Transfer Using Boundary Clocks

We consider here the case where all network elements on
the path are BCs 6, that is a chain of clocks interconnected by
individual PTP connections, one connection per hop, where
each clock of the chain is slave of its predecessor and master
to its successor. A BC terminates a PTP flow, extracts clock
timestamps and recovers the master clock. This arrangement
is shown in FIG. 11. The BC then regenerates the PTP flow
and clock for downstream nodes. Effectively, the BC has both
a slave clock to recover its master clock and also a master
clock to regenerate the PTP packets for slave connected to it.
The timing packets are generated inside the BC device. Ide-
ally, time/frequency transfer using a BC to BC configuration
has no PDV affecting the timing packets received by BC as
these have been terminated in a point-to-point (link-by-link)
manner. If well implemented, in a chain of BCs, there will be
no accumulation of PDV from source to receiver because
each timing flow is terminated at a BC and not passed through
to the output.

Advantages:

This method provides good synchronization since there are
no PDV effects and each node in a synchronization path locks
to the upstream node directly and synchronization is traceable
to the timing reference.

Note that link-by-link frequency transfer is what is used in
legacy TDM networks (PDH and SDH/SONET, and even
Synchronous Ethernet (ITUT Recommendation G.8261,
(G.8262, G.8264). Adapting IEEE 1588 PTP to do the same
will move packet-based synchronization closer to that of
legacy TDM synchronization which offers high accuracy
synchronization services. With this capability packet tech-
nologies will offer both the advantages of packet transport
and high accuracy synchronization.

Disadvantages:

As each BC recovers the clock and regenerates a new
timing signal, this can lead to the introduction of clock wan-
der (low frequency jitter i.e., jitter below 10 Hz). If a chain of
BCs are used, like any chain of equipment where the clock is
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recovered and regenerated in each piece of equipment, then it
is expected that there will be some accumulation of wander
along the chain in the transferred clock frequency. The chain
has to be well designed to minimize wander accumulation.

Special hardware functionality (full PTP master and slave)
need to be implemented in each intermediate node involved in
the synchronization chain. BCs do not propagate Sync, Fol-
low_Up, Delay_Req, or Delay_Resp messages.

Generally, the advantages far outweigh the disadvantages,
since most real life workable synchronization solutions are
link-by-link in design. Furthermore, with hardware times-
tamping this approach offers very high accuracy synchroni-
zation and can act as alternative to synchronization solutions
such as GPS.

Transfer Using Transparent Clocks

This method involves using the accumulated residence
times (in E2E TCs 7) or residence plus total propagation delay
(in P2P TCs) at slave to mitigate PDV effects. This configu-
ration is shown in FIG. 12.

The IEEE 1588 does not describe how this should be done
but left to vendor/user implementation. The standard does not
specify how the clock recovery mechanism at the receiver
should be implemented. The technique proposed in this docu-
ment is one such mechanism for frequency (only) recovery at
a slave using the information accumulated in the correction
field of the Sync or Follow_Up messages.

Advantages:

When properly calculated, the accumulated residence
times (which reflect the PDV experienced by a PTP packet) in
the correction field can be used to mitigated PDV effects
during clock synchronization at the slave clock.

With proper clock recovery algorithms at the slave, this
method has the potential of providing good synchronization
traceable to the timing reference at the slave.
Disadvantages:

Special hardware functionality (for residence time calcu-
lation and peer-to-peer delay mechanism for P2P TCs) needs
to be implemented in each intermediate TC node 7 involved in
the synchronization chain. TCs cannot be combined with
non-PTP devices in a synchronization path between a master
and a slave clock. In addition, all TC devices on a path must
be of the same kind (E2E or P2P).

Depending on implementation, the internal queuing struc-
ture of the TC device may not allow an accurate calculation
and update of the residence time in the correction field of a
PTP message (see full discussion later). In some implemen-
tations, the queues that the timing packets will pass through
before being output from the switch will introduce PDV.
When PDV is not completely accounted for in a TC, the
residual PDV will propagate to the slave. Hence when a chain
of imperfect TCs exist in a network, residual PDV accumu-
lation will occur.

When E2E TCs are used, there can be scalability issues for
slaves that implement the path delay mechanism. A master
will have to handle all slaves that implement the delay mecha-
nism making scalability a problem if there many slaves. An
implementation with P2P TCs is relatively more scalable
since the peer delay mechanism involves two adjacent TCs.

Almost all of the above disadvantages related to how the
TC is implemented. Ideally this approach offers good syn-
chronization performance if the TCs are properly imple-
mented and good algorithms are used at the slave. The dis-
cussion above shows that TCs provide a very powerful way of
measuring path delays on a communication path between a
master and a slave which can then be used by the slave to
mitigate the effects of PDV on the recovered clock.
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Packet Pre-Processing (Selection) for Clock Recovery

Another option is to transfer frequency/time in an end-to-
end fashion from master to slave without involving the inter-
mediate network nodes 8 as illustrated in FIG. 13. In this case
the slave 3 is solely responsible for correctly recovering the
master clock signal. Compared to the other methods, clock
recovery here is more challenging because the slave 3 is
exposed to all the PDV generated by the intermediate packet
network 2.

The recovered clock from the PTP timing signal at the slave
3 contains clock noise (contributed largely by PDV) that
needs to be removed. A filtering process is used at the slave to
filter out the clock noise, thus generating a “smooth” clock
output. This process is also often referred to as clock recovery.
The clock recovery process in packet networks often involves
two major components, a packet pre-processing module 30
and a phase-locked loop (PLL) or servo control mechanism
31 as illustrated in FIG. 14.

Packet Pre-Processing 30: This module in FIG. 14 repre-
sents the application of specialized algorithms that are used to
mitigate the impact of network-induced PDV.

Phase-Locked Loop 31: This module represents a servo
control function that disciplines the local clock 5 to bring its
output (frequency or time) into alignment with the master’s 4.
The servo control function is generally present in all clock
recovery mechanisms.

These two mechanisms are used together to attenuate the
clock noise introduced by the packet network to levels com-
mensurate with the clock output requirements of the applica-
tion.

The two modules in FIG. 14 are outside of the scope of the
IEEE 1588 standard. The packet pre-processing algorithms
and PLL mechanisms are vendor implementation specific and
often proprietary. These two mechanisms and the quality of
the PLL oscillator 32 represent the two most important factors
that determine the performance of a clock. The PLL intro-
duces a low-pass filter characteristic in the path between the
master and the slave clock output, and a high-pass filter char-
acteristic between the local oscillator and the clock output
(PLL output).

The PLL 31 has low-pass and high-pass characteristics
with a common corner frequency. The bandwidth of the loop
comprises the frequencies below the corner frequency. The
following observations can be made about the filtering char-
acteristics of the PLL 31:

All components of the PDV after packet pre-processing 30
entering the loop and above the corner frequency will be
filtered out (attenuated) significantly. All components of
the PDV after packet pre-processing 30 below the corner
frequency (mostly wander, defined as noise or jitter
below 10 Hz) will be passed through to the clock output.

All components of the local PLL oscillator 32 clock noise
below the corner frequency will be filtered out. All com-
ponents of the local oscillator noise above the corner
frequency will be passed through to the clock output.

The filtering behavior of the PLL 31 is equivalent to an
“averaging” process where the time constant represents the
duration over which the averaging is performed. The PLL
cut-oft frequency and time-constant have a reciprocal rela-
tionship and are equivalent descriptors of the low-pass filter-
ing action.

From the above discussion we see that in the absence of
packet pre-processing 30, the lowpass filtering action of the
PLL 31 is solely responsible for attenuating the entire PDV so
that the recovered clock will be compliant with the clock
requirements of the application. To achieve this, the low-pass
filter of the PLL 31 may have to be designed to have a very
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small cut-off frequency (meaning PLL has very small band-
width). The drawback, however, in doing this is that the very
low-pass PLL leads to a high-pass characteristic where the
loop allows more local oscillator noise to pass through to the
clock output. This means that the reduction of the bandwidth
of'the PLL 31 should not be done arbitrarily, but should take
into account the quality of the local oscillator 32. It is for these
reasons that applications with more stringent requirements
demand higher quality oscillators. A high quality oscillator is
stable and generates less noise that passes through to the clock
output.

At this point, it should be appreciated that packet pre-
processing 30 significantly helps to reduce the clock noise
power at the PLL input and thereby can be used to alleviate
the requirement of a very high quality (and expensive) oscil-
lator. Efficient pre-processing can allow for the use of less
expensive oscillators.

Advantages:

This method offers transparency to the network since tim-
ing messages can cross different types of networks (Ethernet,
MPLS, Packet of SONET, Frame Relay, etc.). Only end nodes
participate in time transfer, thus, method is transparent to the
intermediate transport network.

There is no need for special control or processing mecha-
nisms in the intermediate packet network, legacy asynchro-
nous Ethernet devices do not need to be upgraded or retrofit-
ted. No hardware modification necessary in the network
equipment.

Disadvantages:

In the general case without packet pre-processing 30, syn-
chronization performance is affected to a great extent by
network design and its characteristics: traffic loading, PDV,
route changes, etc. The greater the PDV, the more difficult it
is to maintain synchronization between master and slave.

The network has to be carefully engineered to provide the
PTP messages with the best possible quality of service (no
PDV or at best very low PDV depending on end system
requirements) in order to achieve high synchronization qual-
ity. There are no current guidelines on how this can be done
correctly.

Even with packet pre-processing (selection), the quality of
the recovered clock at the slave will depend on how well the
packet selection algorithm screens out the PDV inthe arriving
PTP messages.

Comments on Frequency Synchronization (Syntonization) of
Transparent Clock to Master

Considering the case where a TC contains a free-running
oscillator with frequency accuracy no worse than £100 ppm.
If residence time is measured using this oscillator, there will
be an error on the order of the residence time multiplied by the
actual frequency offset. Optimum synchronization perfor-
mance is obtained when all TCs on a synchronization path are
frequency locked (syntonized) to the master clock. Ifa TC is
not frequency synchronized to the GM, a TC with a £100 ppm
accuracy will contribute a measurement error of 40.0001x10
ms)=+1 ps (or £1000 ns) to the residence time if the ideal
residence time is 10 ms. A good thing is that oscillator do not
typically operate at the extreme ends of their accuracy limits.

To reduce this error, IEEE 1588 Version 2 allows the TC to
be syntonized, i.e., synchronized in frequency, to the GM.
Each TC will use its own internal mechanisms to measure
frequency offset relative to the GM and to synthesize a fre-
quency signal that is syntonized with the GM. This synthesis
may be done via hardware, firmware, or software.

In the case of a network with nodes having standard Eth-
ernet oscillators, with nominal rates of 25 MHz for 100 Mbit/s
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10
Ethernet and 125 MHz for 1 Gbit/s Ethernet, this means that
the phase measurement granularity in the TC and OC can be
as much as 40 ns.

Additional phase error will result from the variable com-
ponent of latency in the Ethernet physical layer (PHY) (the
fixed component can be specified by the manufacturer in the
design).

Now, looking at the case of a syntonized TC local oscilla-
tor. If the frequency offset between the GM and TC oscillator
is measured and a syntonized frequency is created, the use of
this frequency for the TC delay computation will greatly
reduce the magnitude of the TC measurement errors. The
phase step magnitude will now be on the order of the synton-
ized frequency measurement accuracy multiplied by the
synch interval. For example, if the phase measurement granu-
larity is 40 ns (assuming a 25 MHz oscillator for 100 Mbit/s
Ethernet) and the TC oscillator frequency offset is measured/
syntonized over 100 ms, then the measured frequency offset
is 40%x107° /0.1 s=400x107°=0.4 ppm (parts-per-million).
The TC measurement error or offset now is (400x107)(0.01
s)=4 ns, i.e., the TC measurement error is reduced from the
1000 ns computed when the free-running local oscillator is
used for the measurement by a factor of 250. In practice, the
reduction will not be this large because other effects are
present, e.g., oscillator phase noise and drifts due to tempera-
ture effects, phase measurement error due to the variable
portion of the PHY latency, and frequency measurement
granularity.

Thus, to conclude, the timing options available for TC for
delay measurements are:

Both E2E and P2P TCs: A TC uses a local free-running

oscillator embedded in the TC

Both E2E and P2P TCs: A TC uses a signal that is synton-

ized to the GM

P2P TCs Only: A TC uses a signal that is time synchronized

to the GM. The TC computes a time offset which it uses
to align its clock.

For most accurate residence time measurements, the PTP
clocks in each TC should be syntonized with the GM. Syn-
tonization only requires correction to the TC oscillator fre-
quency. The TC host processor can use the ingress times-
tamps from Sync messages to determine a frequency (rate)
correction required for the PTP clock. Alternatively, synton-
ization may be handled on the TC host processor without
adjusting the frequency of the TC clocks. The frequency
correction may be used to modify the computed residence
times inserted into Follow_Up and Delay_Resp messages.
This method may not be used with one-step operation.

SUMMARY OF THE INVENTION

An exemplary embodiment of the invention provides a
method of synchronising the frequency of an oscillator in a
slave device to the frequency of a master clock in a master
device, the method including the steps of:

a) receiving in the slave device a first message from said
master device having a first time-stamp which is a time-stamp
of'said master clock indicating the precise time of sending of
said first message and a first correction value which is the
cumulative delay encountered by the message during its pas-
sage from the master device to the slave device;

b) extracting said time-stamp and said correction value
from said first message and recording a first value of a counter
in the slave device at the time of receipt of the first message;

c¢) receiving in the slave device a further message from said
master device having a second time stamp which is a time-
stamp of said master clock indicating the precise time of
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sending of said further message and a second correction value
which is the cumulative delay encountered by the message
during its passage from the master device to the slave device;

d) extracting said time-stamp and said correction value
from said further message and recording a further value of the
counter in the slave device at the time of receipt of the further
message;

e) determining an error signal which is representative of the
difference between the first and further time-stamps and the
first and further values of the counter, adjusted by the difter-
ence between the first and further correction values; and

1) adjusting the frequency of the oscillator based on said
error signal.

A further exemplary embodiment of the invention provide
a method of synchronising the frequency of an oscillator in a
slave device to the frequency of a master clock in a master
device, the method including the steps of:

a) receiving in the slave device a first message from said
master device and recording a first value of a counter in the
slave device at the time of receipt of the first message;

b) receiving in the slave device a second message from said
master device, the second message having a first time-stamp
which is a time-stamp of said master clock indicating the
precise time of sending of said first message and a first cor-
rection value which is the cumulative delay encountered by
the second message during its passage from the master device
to the slave device

¢) extracting said time-stamp and said correction value
from said second message;

d) receiving in the slave device a first further message from
said master device and recording a further value of the counter
in the slave device at the time of receipt of the further mes-
sage;

e) receiving in the slave device a second further message
from said master device, the second further message having a
second time stamp which is a time-stamp of said master clock
indicating the precise time of sending of said first further
message and a second correction value which is the cumula-
tive delay encountered by the second further message during
its passage from the master device to the slave device;

f) extracting said time-stamp and said correction value
from said second further message;

g) determining an error signal which is representative of
the difference between the first and further time-stamps and
the first and further values of the counter, adjusted by the
difference between the first and further correction values; and

h) adjusting the frequency of the oscillator based on said
error signal.

A further exemplary embodiment of the invention provides
an apparatus for synchronizing the frequency of a slave clock
in a slave device which is communicatively coupled to a
master device having a master clock, the slave clock compris-
ing: an oscillator; and a pulse counter counting pulses from
said oscillator; the apparatus comprising: a receiver receiving
messages from said master device; a time-stamp extraction
device for extracting time-stamps applied to said messages by
the master device; a correction field extraction device for
extracting values from a correction field contained in said
messages; and a phase detector, wherein: the receiver receives
a first message from said master device having a first time-
stamp which is a time-stamp of said master clock indicating
the precise time of sending of said first message and a first
correction value which is the cumulative delay encountered
by the message during its passage from the master device to
the slave device and records a first value of the counter at the
time of receipt of the first message; the time-stamp extraction
device extracts said time-stamp from said first message; the
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correction field extraction device extracts said correction
value from said first message; the receiver receives a further
message from said master device having a second time stamp
which is a time-stamp of said master clock indicating the
precise time of sending of said further message and a second
correction value which is the cumulative delay encountered
by the message during its passage from the master device to
the slave device and records a further value of the counter in
the slave device at the time of receipt of the further message;
the time-stamp extraction device extracts said time-stamp
from said further message; the correction field extraction
device extracts said correction value from said further mes-
sage; the detector determines an error signal which is repre-
sentative of the difference between the first and further time-
stamps and the first and further values of the counter, adjusted
by the difference between the first and further correction
values; and said oscillator adjusts its frequency of oscillation
based on said error signal.

A further exemplary embodiment of the invention provides
an apparatus for synchronizing the frequency of a slave clock
in a slave device which is communicatively coupled to a
master device having a master clock, the slave clock compris-
ing: an oscillator; and a pulse counter counting pulses from
said oscillator; the apparatus comprising: a receiver receiving
messages from said master device; a time-stamp extraction
device for extracting time-stamps applied to said messages by
the master device; a correction field extraction device for
extracting values from a correction field contained in said
messages; and a phase detector, wherein: the receiver receives
a first message from said master device and records a first
value of the counter at the time of receipt of the first message;
the receiver receives a second message from said master
device, the second message having a first time-stamp which is
a time-stamp of said master clock indicating the precise time
of sending of said first message and a first correction value
which is the cumulative delay encountered by the second
message during its passage from the master device to the slave
device; the time-stamp extraction device extracts said time-
stamp from said second message; the correction field extrac-
tion device extracts said correction value from said second
message; the receiver receives a further message from said
master device and records a further value of the counter in the
slave device at the time of receipt of the further message; the
receiver receives a second further message from said master
device, the second further message having a second time
stamp which is a time-stamp of said master clock indicating
the precise time of sending of said first further message and a
second correction value which is the cumulative delay
encountered by the second further message during its passage
from the master device to the slave device; the time-stamp
extraction device extracts said time-stamp from said second
further message; the correction field extraction device
extracts said correction value from said second further mes-
sage; the detector determines an error signal which is repre-
sentative of the difference between the first and further time-
stamps and the first and further values of the counter, adjusted
by the difference between the first and further correction
values; and said oscillator adjusts its frequency of oscillation
based on said error signal.

A further exemplary embodiment of the invention provides
a frequency synchronisation system for a packet network, the
system including: a master device having a master clock; a
slave device having a slave clock; and a packet network
connecting the master and slave devices, wherein: the slave
clock comprises: an oscillator; and a pulse counter counting
pulses from said oscillator; the slave device comprises a fre-
quency synchronization apparatus comprising: a receiver
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receiving messages from said master device; a time-stamp
extraction device for extracting time-stamps applied to said
messages by the master device; a correction field extraction
device for extracting values from a correction field contained
in said messages; and a phase detector, wherein: the receiver
receives a first message from said master device having a first
time-stamp which is a time-stamp of said master clock indi-
cating the precise time of sending of said first message and a
first correction value which is the cumulative delay encoun-
tered by the message during its passage from the master
device to the slave device and records a first value of the
counter at the time of receipt of the first message; the time-
stamp extraction device extracts said time-stamp from said
first message; the correction field extraction device extracts
said correction value from said first message; the receiver
receives a further message from said master device having a
second time stamp which is a time-stamp of said master clock
indicating the precise time of sending of said further message
and a second correction value which is the cumulative delay
encountered by the message during its passage from the mas-
ter device to the slave device and records a further value of the
counter in the slave device at the time of receipt of the further
message; the time-stamp extraction device extracts said time-
stamp from said further message; the correction field extrac-
tion device extracts said correction value from said further
message; the detector determines an error signal which is
representative of the difference between the first and further
time-stamps and the first and further values of the counter,
adjusted by the difference between the first and further cor-
rection values; and said oscillator adjusts its frequency of
oscillation based on said error signal.

A further exemplary embodiment of the invention provides
a frequency synchronisation system for a packet network, the
system including: a master device having a master clock; a
slave device having a slave clock; and a packet network
connecting the master and slave devices, wherein: the slave
clock comprises: an oscillator; and a pulse counter counting
pulses from said oscillator; the slave device comprises a fre-
quency synchronization apparatus comprising: the apparatus
comprising: a receiver receiving messages from said master
device; a time-stamp extraction device for extracting time-
stamps applied to said messages by the master device; a
correction field extraction device for extracting values from a
correction field contained in said messages; and a phase
detector, wherein: the receiver receives a first message from
said master device and records a first value of the counter at
the time of receipt of the first message; the receiver receives a
second message from said master device, the second message
having a first time-stamp which is a time-stamp of said master
clock indicating the precise time of sending of said first mes-
sage and a first correction value which is the cumulative delay
encountered by the second message during its passage from
the master device to the slave device; the time-stamp extrac-
tion device extracts said time-stamp from said second mes-
sage; the correction field extraction device extracts said cor-
rection value from said second message; the receiver receives
a further message from said master device and records a
further value of the counter in the slave device at the time of
receipt of the further message; the receiver receives a second
further message from said master device, the second further
message having a second time stamp which is a time-stamp of
said master clock indicating the precise time of sending of
said first further message and a second correction value which
is the cumulative delay encountered by the second further
message during its passage from the master device to the slave
device; the time-stamp extraction device extracts said time-
stamp from said second further message; the correction field
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extraction device extracts said correction value from said
second further message; the detector determines an error
signal which is representative of the difference between the
first and further time-stamps and the first and further values of
the counter, adjusted by the difference between the first and
further correction values; and said oscillator adjusts its fre-
quency of oscillation based on said error signal.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the invention will now be described by
way of example with reference to the accompanying draw-
ings in which:

FIG. 1 shows the sequence of messages in a one-step clock
synchronisation method under IEEE 1588 PTP and has
already been described;

FIG. 2 shows the sequence of messages in a two-step clock
synchronisation method under IEEE 1588 PTP and has
already been described;

FIG. 3 shows a configuration of devices under IEEE 1588
using boundary clocks and has already been described;

FIG. 4 shows, in schematic form, the effect of packet delay
variation and has already been described;

FIG. 5 shows the effects of packet delay variation on a
generated stream of Sync messages and has already been
described;

FIG. 6 shows, in schematic form, the use of End-to-End
transparent clock corrections and has already been described;

FIG. 7 shows the message flow through End-to-End trans-
parent clocks and has already been described;

FIG. 8 shows, in schematic form, the use of Peer-to-Peer
transparent clock corrections and has already been described;

FIG. 9 shows the message flow through Peer-to-Peer trans-
parent clocks and has already been described;

FIG. 10 shows the measurement of the Peer Link Delay and
has already been described;

FIG. 11 shows the transfer of frequency/time information
using Link-by-Link boundary clocks and has already been
described;

FIG. 12 shows the transfer of frequency/time information
using Link-by-Link transparent clocks and has already been
described;

FIG. 13 shows the transfer of frequency/time information
using End-to-End transparent clocks and has already been
described;

FIG. 14 shows, in schematic form, a clock recovery mecha-
nism using a packet selection algorithm and has already been
described;

FIG. 15 shows the contribution of noise in a chain of
devices between master and slave clocks;

FIG. 16 shows how the total residence times or packet
delay variations can be accounted for in phase-locked loop
error signals in embodiments of the present invention;

FIG. 17 shows a schematic view of the architecture of a
master clock and a slave clock according to embodiments of
the present invention;

FIG. 18 shows, in schematic form, the effect ofa bottleneck
in a typical switch or router output interface;

FIG. 19 shows the architecture of a phase-locked loop in a
receiver according to an embodiment of the present invention;

FIG. 20 shows, in schematic form, the process of frequency
distribution using transparent clocks;

FIG. 21 shows a basic block diagram of an analog PLL;

FIG. 22 shows a block diagram of a digital-to-analog con-
verter and a voltage-controlled oscillator;

FIG. 23 shows the characteristic curve of an ideal voltage-
controlled oscillator;
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FIG. 24 is a flow chart showing the one-step clock algo-
rithm according to an embodiment of the present invention;

FIG. 25 shows the message processing in the one-step
clock algorithm of FIG. 24;

FIG. 26 is a flow chart showing the two-step clock algo-
rithm according to an embodiment of the present invention;
and

FIG. 27 shows the message processing in the two-step
clock algorithm of FIG. 26.

DETAILED DESCRIPTION

Accordingly, at their broadest, methods of the present
invention provide for synchronising the frequency of an oscil-
lator in a slave device to the frequency of a master clock in a
master device by taking account of delay variations to mes-
sages between them.

A first aspect of the present invention provides a method of
synchronising the frequency of an oscillator in a slave device
to the frequency of a master clock in a master device, the
method including the steps of:

a) receiving in the slave device a first message from said
master device having a first time-stamp which is a time-stamp
of'said master clock indicating the precise time of sending of
said first message and a first correction value which is the
cumulative delay encountered by the message during its pas-
sage from the master device to the slave device;

b) extracting said time-stamp and said correction value
from said first message and recording a first value of a counter
in the slave device at the time of receipt of the first message;

¢) receiving in the slave device a further message from said
master device having a second time stamp which is a time-
stamp of said master clock indicating the precise time of
sending of said further message and a second correction value
which is the cumulative delay encountered by the message
during its passage from the master device to the slave device;

d) extracting said time-stamp and said correction value
from said further message and recording a further value of the
counter in the slave device at the time of receipt of the further
message;

e) determining an error signal which is representative of the
difference between the first and further time-stamps and the
first and further values of the counter, adjusted by the difter-
ence between the first and further correction values; and

1) adjusting the frequency of the oscillator based on said
error signal.

The method of this aspect is applicable in a one-step clock
synchronisation situation in which messages from the master
are time-stamped with the time of their own transmission, for
example by hardware time-stamping.

Packet delay variation (PDV) is a direct contributor to the
noise in the recovered clock and the method of this aspect
aims to mitigate its effects and enable the slave clock to
recover the master clock to a higher quality. The method of
this aspect may allow recovery of the master clock as if the
communication path between the master and the slave is free
of PDV.

In such circumstances, the master and slave may be con-
nected via a packet network and the network can provide
clock synchronization services to the same level as time divi-
sion multiplexing (TDM) networks and Global Positioning
System (GPS).

By using the method of the present aspect, it may be pos-
sible to directly measure and remove PDV effects in the clock
recovery mechanism at the slave. Preferably the clock recov-
ery mechanism is a phase-locked loop (PLL) with a PDV
compensation feature built-in. The resulting effect is that the
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slave is able to recover the master clock to a higher quality as
if the communication path between master and slave is free of
PDV. A communication path free of artifacts such as PDV
offers the best channel for clock transfer.

Preferably the method includes the step of filtering the
error signal prior to adjusting the frequency. Even with the
method of the present invention, it is likely that there will be
some residual delays (e.g. residual PDV resulting from the
accuracy of the correction values stored in the messages).
These residual delays create residual “noise” which can be
reduced by filtering the error signal before it is used to adjust
the frequency. Filtering can also mitigate the effects of incom-
ing clock wander and jitter and local clock noise.

Preferably the correction value is the accumulated resi-
dence times in the network devices through which the mes-
sages pass between the master device and the slave device.
This means that the delay attributable to the presence of such
network devices can be accounted for and their effects can be
removed from the synchronisation algorithm.

In one embodiment of this aspect, the messages are PTP
Sync messages and the correction value is stored in the cor-
rection field of the PTP messages. This embodiment is par-
ticularly suitable for use where the network devices through
which the messages pass between the master device and the
slave device are end-to-end transparent clocks, which record
the residence times in the correction field of the PTP mes-
sages.

In another embodiment of this aspect, the messages are
PTP Sync messages and the correction value is stored in a
type, length, value field which is an extension to those mes-
sages. This embodiment is particularly suitable for use where
the network devices through which the messages pass
between the master device and the slave device are peer-to-
peer transparent clocks. Such devices use the existing correc-
tion field in the PTP messages to record the residence times in
those devices as well as the link propagation delays. There-
fore it is preferable in this arrangement that a separate type,
length, value field is defined in the messages to record the
residence time alone which can then be used in the calculation
of the error signal.

Preferably the method is a continuous method which
repeats steps ¢) to f), more preferably doing so at all times
when the slave device is operational so that the slave clock is
maintained in frequency synchronisation with the master
clock.

It should be noted here that scalability is not an issue in this
method since it uses only unidirectional messaging (e.g. Sync
and Follow_Up messages) from the master to the slave(s) and
no delay mechanism or peer delay mechanism is required.

The method of the present aspect may include any combi-
nation of some, all or none of the above described preferred
and optional features.

A second aspect of the present invention provides a method
of synchronising the frequency of an oscillator in a slave
device to the frequency of a master clock in a master device,
the method including the steps of:

a) receiving in the slave device a first message from said
master device and recording a first value of a counter in the
slave device at the time of receipt of the first message;

b) receiving in the slave device a second message from said
master device, the second message having a first time-stamp
which is a time-stamp of said master clock indicating the
precise time of sending of said first message and a first cor-
rection value which is the cumulative delay encountered by
the second message during its passage from the master device
to the slave device
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¢) extracting said time-stamp and said correction value
from said second message;

d) receiving in the slave device a first further message from
said master device and recording a further value of the counter
in the slave device at the time of receipt of the further mes-
sage;

e) receiving in the slave device a second further message
from said master device, the second further message having a
second time stamp which is a time-stamp of said master clock
indicating the precise time of sending of said first further
message and a second correction value which is the cumula-
tive delay encountered by the second further message during
its passage from the master device to the slave device;

f) extracting said time-stamp and said correction value
from said second further message;

g) determining an error signal which is representative of
the difference between the first and further time-stamps and
the first and further values of the counter, adjusted by the
difference between the first and further correction values; and

h) adjusting the frequency of the oscillator based on said
error signal.

The method of this aspect is similar to that of the above
described first aspect, except that it relates to a two-step clock
synchronisation situation in which the time-stamp indicating
the time of dispatch of a message and the correction values are
sent in a subsequent message.

The optional and preferred features described above in
conjunction with the first aspect are equally applicable to the
apparatus of this aspect and some, all or none of these features
may be present in combination in modifications of this second
aspect.

However, due to the two-step synchronisation, in a pre-
ferred implementation, the second and second further mes-
sages are PTP Follow_Up messages and the correction values
are stored in those messages in the manner set out in relation
to the PTP Sync messages in relation to the first aspect above
(the first and first further messages may correspondingly be
PTP Sync messages as for the first aspect above).

Similarly, whereas for continuous operation of the method
according to the above first aspect, steps ¢) to f) of that aspect
are repeated, in preferred arrangements of the second aspect,
steps d) to h) are repeated, more preferably continuously.

The method of the present aspect may include any combi-
nation of some, all or none of the above described preferred
and optional features.

The methods of the above aspects are preferably imple-
mented in an apparatus according to the third or fourth aspects
of this invention, or a system according to the fifth or sixth
aspects of this invention, as described below, but need not be.

Further aspects of the present invention include computer
for running on computer systems which carry out the methods
of the above aspects, including some, all or none of the
preferred and optional features of those aspects.

Attheir broadest, apparatuses of the present invention syn-
chronise the frequency of an oscillator in a slave device to the
frequency of a master clock in a master device by taking
account of delay variations to messages between them.

A third aspect of the present invention provides an appa-
ratus for synchronizing the frequency of a slave clock in a
slave device which is communicatively coupled to a master
device having a master clock, the slave clock comprising: an
oscillator; and a pulse counter counting pulses from said
oscillator; the apparatus comprising: a receiver receiving
messages from said master device; a time-stamp extraction
device for extracting time-stamps applied to said messages by
the master device; a correction field extraction device for
extracting values from a correction field contained in said
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messages; and a phase detector, wherein: the receiver receives
a first message from said master device having a first time-
stamp which is a time-stamp of said master clock indicating
the precise time of sending of said first message and a first
correction value which is the cumulative delay encountered
by the message during its passage from the master device to
the slave device and records a first value of the counter at the
time of receipt of the first message; the time-stamp extraction
device extracts said time-stamp from said first message; the
correction field extraction device extracts said correction
value from said first message; the receiver receives a further
message from said master device having a second time stamp
which is a time-stamp of said master clock indicating the
precise time of sending of said further message and a second
correction value which is the cumulative delay encountered
by the message during its passage from the master device to
the slave device and records a further value of the counter in
the slave device at the time of receipt of the further message;
the time-stamp extraction device extracts said time-stamp
from said further message; the correction field extraction
device extracts said correction value from said further mes-
sage; the detector determines an error signal which is repre-
sentative of the difference between the first and further time-
stamps and the first and further values of the counter, adjusted
by the difference between the first and further correction
values; and said oscillator adjusts its frequency of oscillation
based on said error signal.

Packet delay variation (PDV) is a direct contributor to the
noise in the recovered clock and the apparatus of this aspect
aims to mitigate its effects and enable the slave clock to
recover the master clock to a higher quality. The apparatus of
this aspect may allow recovery of the master clock as if the
communication path between the master and the slave is free
of PDV.

In such circumstances, the master and slave may be con-
nected via a packet network and the network can provide
clock synchronization services to the same level as time divi-
sion multiplexing (TDM) networks and Global Positioning
System (GPS).

Preferably the apparatus further includes a filter which
filters the error signal from said detector to form a control
signal and wherein the oscillator adjust its frequency of oscil-
lation based on said control signal.

Even with the synchronisation apparatus of the present
aspect, it is likely that there will be some residual delays (e.g.
residual PDV resulting from the accuracy of the correction
values stored in the messages). These residual delays create
residual “noise” which can be reduced by filtering the error
signal before it is used to adjust the frequency. Filtering can
also mitigate the effects of incoming clock wander and jitter
and local clock noise.

By using the apparatus of the present aspect, it may be
possible for the slave device to directly measure and remove
PDV effects in its clock recovery mechanism. Preferably the
clock recovery mechanism is a phase-locked loop (PLL)
formed by the oscillator, counter, detector and filter with PDV
compensation built-in. The resulting effect is that the slave is
able to recover the master clock to a higher quality as if the
communication path between master and slave is free of PDV.
A communication path free of artifacts such as PDV offers the
best channel for clock transfer.

Preferably the correction value is the accumulated resi-
dence times in the network devices through which the mes-
sages pass between the master device and the slave device.
This means that the delay attributable to the presence of such
network devices can be accounted for and their effects can be
removed from the synchronisation algorithm.
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In one embodiment of this aspect, the messages are PTP
Sync messages and the correction value is stored in the cor-
rection field of the PTP messages. This embodiment is par-
ticularly suitable for use where the network devices through
which the messages pass between the master device and the
slave device are end-to-end transparent clocks, which record
the residence times in the correction field of the PTP mes-
sages.

In another embodiment of this aspect, the messages are
PTP Sync messages and the correction value is stored in a
type, length, value field which is an extension to those mes-
sages. This embodiment is particularly suitable for use where
the network devices through which the messages pass
between the master device and the slave device are peer-to-
peer transparent clocks. Such devices use the existing correc-
tion field in the PTP messages to record the residence times in
those devices as well as the link propagation delays. There-
fore it is preferable in this arrangement that a separate type,
length, value field is defined in the messages to record the
residence time alone which can then be used in the calculation
of the error signal.

It should be noted here that scalability is not an issue in this
apparatus since it uses only unidirectional messaging (e.g.
Sync and Follow_Up messages) from the master to the
slave(s) and no delay mechanism or peer delay mechanism is
required.

The apparatus of this aspect preferably operates by carry-
ing outa method according to the above described first aspect.

The apparatus of the present aspect may include any com-
bination of some, all or none of the above described preferred
and optional features.

A fourth aspect of the present invention provides an appa-
ratus for synchronizing the frequency of a slave clock in a
slave device which is communicatively coupled to a master
device having a master clock, the slave clock comprising: an
oscillator; and a pulse counter counting pulses from said
oscillator; the apparatus comprising: a receiver receiving
messages from said master device; a time-stamp extraction
device for extracting time-stamps applied to said messages by
the master device; a correction field extraction device for
extracting values from a correction field contained in said
messages; and a phase detector, wherein: the receiver receives
a first message from said master device and records a first
value of the counter at the time of receipt of the first message;
the receiver receives a second message from said master
device, the second message having a first time-stamp which is
a time-stamp of said master clock indicating the precise time
of sending of said first message and a first correction value
which is the cumulative delay encountered by the second
message during its passage from the master device to the slave
device; the time-stamp extraction device extracts said time-
stamp from said second message; the correction field extrac-
tion device extracts said correction value from said second
message; the receiver receives a further message from said
master device and records a further value of the counter in the
slave device at the time of receipt of the further message; the
receiver receives a second further message from said master
device, the second further message having a second time
stamp which is a time-stamp of said master clock indicating
the precise time of sending of said first further message and a
second correction value which is the cumulative delay
encountered by the second further message during its passage
from the master device to the slave device; the time-stamp
extraction device extracts said time-stamp from said second
further message; the correction field extraction device
extracts said correction value from said second further mes-
sage; the detector determines an error signal which is repre-
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sentative of the difference between the first and further time-
stamps and the first and further values of the counter, adjusted
by the difference between the first and further correction
values; and said oscillator adjusts its frequency of oscillation
based on said error signal.

The apparatus of this aspect is similar to that of the above
described third aspect, except that it relates to a two-step
clock synchronisation situation in which the time-stamp indi-
cating the time of dispatch of a message and the correction
values are sent in a subsequent message. The optional and
preferred features described above in conjunction with the
third aspect are equally applicable to the apparatus of this
aspect and some, all or none of these features may be present
in combination in modifications of this fourth aspect.

However, due to the two-step synchronisation, in a pre-
ferred implementation, the second and second further mes-
sages are PTP Follow_Up messages and the correction values
are stored in those Follow_Up messages in the manner set out
for the PTP Sync messages in relation to the third aspect
above (the first and first further messages may correspond-
ingly be PTP Sync messages as for the third aspect above).

The apparatus of this aspect preferably operates by carry-
ing out a method according to the above second aspect.

The apparatus of the present aspect may include any com-
bination of some, all or none of the above described preferred
and optional features.

At their broadest, systems of the present invention provide
for frequency synchronisation in a packet network by taking
account of delay variations to messages between a master
device and a slave device.

A fifth aspect of the present invention provides a frequency
synchronisation system for a packet network, the system
including: a master device having a master clock; a slave
device having a slave clock; and a packet network connecting
the master and slave devices, wherein: the slave clock com-
prises: an oscillator; and a pulse counter counting pulses from
said oscillator; the slave device comprises a frequency syn-
chronization apparatus comprising: a receiver receiving mes-
sages from said master device; a time-stamp extraction device
for extracting time-stamps applied to said messages by the
master device; a correction field extraction device for extract-
ing values from a correction field contained in said messages;
and a phase detector, wherein: the receiver receives a first
message from said master device having a first time-stamp
which is a time-stamp of said master clock indicating the
precise time of sending of said first message and a first cor-
rection value which is the cumulative delay encountered by
the message during its passage from the master device to the
slave device and records a first value of the counter at the time
of receipt of the first message; the time-stamp extraction
device extracts said time-stamp from said first message; the
correction field extraction device extracts said correction
value from said first message; the receiver receives a further
message from said master device having a second time stamp
which is a time-stamp of said master clock indicating the
precise time of sending of said further message and a second
correction value which is the cumulative delay encountered
by the message during its passage from the master device to
the slave device and records a further value of the counter in
the slave device at the time of receipt of the further message;
the time-stamp extraction device extracts said time-stamp
from said further message; the correction field extraction
device extracts said correction value from said further mes-
sage; the detector determines an error signal which is repre-
sentative of the difference between the first and further time-
stamps and the first and further values of the counter, adjusted
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by the difference between the first and further correction
values; and said oscillator adjusts its frequency of oscillation
based on said error signal.

Packet delay variation (PDV) is a direct contributor to the
noise in the recovered clock and the apparatus of this aspect
aims to mitigate its effects and enable the slave clock to
recover the master clock to a higher quality. The system of this
aspect aims to provide for recovery of the master clock as if
the communication path between the master and the slave is
free of PDV.

In such circumstances, despite the master and slave being
connected via a packet network, the network can provide
clock synchronization services to the same level as time divi-
sion multiplexing (TDM) networks and Global Positioning
System (GPS).

Preferably the frequency synchronisation apparatus further
includes a filter which filters the error signal from said detec-
tor to form a control signal and wherein the oscillator adjust
its frequency of oscillation based on said control signal.

Even with the system of the present aspect, it is likely that
there will be some residual delays (e.g. residual PDV result-
ing from the accuracy of the correction values stored in the
messages) in messages received by the slave device. These
residual delays create residual “noise” which can be reduced
by filtering the error signal before it is used to adjust the
frequency. Filtering can also mitigate the effects of incoming
clock wander and jitter and local clock noise.

By using the system of the present aspect, it may be pos-
sible for the slave device to directly measure and remove PDV
effects in its clock recovery mechanism. Preferably the clock
recovery mechanism is a phase-locked loop (PLL) formed by
the oscillator, counter, detector and filter with PDV compen-
sation built-in. The resulting effect is that the slave is able to
recover the master clock to a higher quality as if the commu-
nication path between master and slave is free of PDV. A
communication path free of artifacts such as PDV offers the
best channel for clock transfer.

The system can, of course, include multiple slave devices
of the type set out, all of which have slave clocks which are
synchronised to the master clock.

Preferably the correction value is the accumulated resi-
dence times in the network devices through which the mes-
sages pass between the master device and the slave device.
This means that the delay attributable to the presence of such
network devices can be accounted for and their effects can be
removed from the synchronisation algorithm.

Preferably, the system further includes at least one further
device connected to the packet network between the master
and slave devices, wherein the further device is a transparent
clock which forwards said messages and updates the correc-
tion field in the forwarded messages to account for the resi-
dence time of each message in the device.

In one embodiment of this aspect, the messages are PTP
Sync messages and the further device is an end-to-end trans-
parent clock which measures the transit time in the device and
adds that time to the correction field of each Sync message
that passes through the device. The end-to-end transparent
clocks record the residence times in the correction field of the
PTP messages which can then be used for compensation of
the error signal.

In another embodiment of this aspect, the messages are
PTP Sync messages and the further device is a peer-to-peer
transparent clock which measures the transit time in the
device and adds that time to a type, length, value extension
field defined in the Sync messages for that purpose. The
peer-to-peer transparent clocks use the existing correction
field in the PTP messages to record the residence times in
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those devices as well as the link propagation delays. There-
fore it is preferable in this arrangement that a separate type,
length, value field is defined in the messages to record the
residence time alone which can then be used in the calculation
of the error signal.

It should be noted here that scalability is not an issue in this
apparatus since it uses only unidirectional messaging (e.g.
Sync and Follow_Up messages) from the master to the
slave(s) and no delay mechanism or peer delay mechanism is
required.

The system of this aspect preferably operates by carrying
out a method according to the above described first aspect.

The system of the present aspect may include any combi-
nation of some, all or none of the above described preferred
and optional features.

A sixth aspect of the present invention provides a fre-
quency synchronisation system for a packet network, the
system including: a master device having a master clock; a
slave device having a slave clock; and a packet network
connecting the master and slave devices, wherein: the slave
clock comprises: an oscillator; and a pulse counter counting
pulses from said oscillator; the slave device comprises a fre-
quency synchronization apparatus comprising: the apparatus
comprising: a receiver receiving messages from said master
device; a time-stamp extraction device for extracting time-
stamps applied to said messages by the master device; a
correction field extraction device for extracting values from a
correction field contained in said messages; and a phase
detector, wherein: the receiver receives a first message from
said master device and records a first value of the counter at
the time of receipt of the first message; the receiver receives a
second message from said master device, the second message
having a first time-stamp which is a time-stamp of said master
clock indicating the precise time of sending of said first mes-
sage and a first correction value which is the cumulative delay
encountered by the second message during its passage from
the master device to the slave device; the time-stamp extrac-
tion device extracts said time-stamp from said second mes-
sage; the correction field extraction device extracts said cor-
rection value from said second message; the receiver receives
a further message from said master device and records a
further value of the counter in the slave device at the time of
receipt of the further message; the receiver receives a second
further message from said master device, the second further
message having a second time stamp which is a time-stamp of
said master clock indicating the precise time of sending of
said first further message and a second correction value which
is the cumulative delay encountered by the second further
message during its passage from the master device to the slave
device; the time-stamp extraction device extracts said time-
stamp from said second further message; the correction field
extraction device extracts said correction value from said
second further message; the detector determines an error
signal which is representative of the difference between the
first and further time-stamps and the first and further values of
the counter, adjusted by the difference between the first and
further correction values; and said oscillator adjusts its fre-
quency of oscillation based on said error signal.

The system of this aspect is similar to that of the above
described fifth aspect, except that it relates to atwo-step clock
synchronisation situation in which the time-stamp indicating
the time of dispatch of a message and the correction values are
sent in a subsequent message. The optional and preferred
features described above in conjunction with the fifth aspect
are equally applicable to the apparatus of this aspect and
some, all or none of these features may be present in combi-
nation in modifications of this sixth aspect.
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However, due to the two-step synchronisation, in one
embodiment of this aspect, the second message and second
further message are PTP Follow_Up messages and the further
device is an end-to-end transparent clock which measures the
transit time in the device and adds that time to the correction
field of each Follow_Up message that passes through the
device. The end-to-end transparent clocks record the resi-
dence times in the correction field of the PTP messages which
can then be used for compensation of the error signal.

Correspondingly, in another embodiment of this aspect, the
messages are PTP Follow_Up messages and the further
device is a peer-to-peer transparent clock which measures the
transit time in the device and adds that time to a type, length,
value extension field defined in the Follow_Up messages for
that purpose. The peer-to-peer transparent clocks use the
existing correction field in the PTP messages to record the
residence times in those devices as well as the link propaga-
tion delays. Therefore it is preferable in this arrangement that
a separate type, length, value field is defined in the messages
to record the residence time alone which can then be used in
the calculation of the error signal.

The system of this aspect preferably operates by carrying
out a method according to the above second aspect.

The system of the present aspect may include any combi-
nation of some, all or none of the above described preferred
and optional features.

In the embodiments below, a clock recovery mechanism (a
PLL) that has a PDV mitigation mechanism built into it is
described in which the PDV measurements are provided by
intermediate network elements with TCs.

From the discussion above on transparent clocks, we see
that a transparent clock modifies and forwards PTP messages
to the slave for it to compensate for residence times when
adjusting its clock. Compensation is achieved by addition of
the switch (or transparent clock device) residence time into a
correction field within the header of the message. This allows
the slave clock to remove the delay experienced in the trans-
parent clock device.

In the following embodiments of the invention only fre-
quency synchronization (i.e., syntonization) is considered,
thus making only Sync messages (one-step clock mode) and
Follow_Up messages (two-step clock mode) essential to the
frequency synchronization algorithm. The full message
exchange as described above and illustrated in FIG. 1 and
FIG. 2 is not required.

Both the master and the slave have their own time bases
which are driven by the internal clocks that both sides use in
the transmission and reception of data. The slave synchro-
nizes its time base to that of the master which is assumed to
operate with frequency f=1/t, Hz. In reality, oscillators
always have some frequency deviation (or clock “noise”
which is not constant) from their nominal frequency, and
therefore these time bases will not be the same. Let T(n)
denote the time base (e.g., in clock ticks) of the master and
R(n) the time base of the slave. These two functions corre-
spond to the timestamps of the two clocks at discrete time
instants n,n=0,1, 2, . . ..

When Sync messages are transmitted over the packet net-
work, they will arrive at the slave with variable delay (as
shown in FIG. 4 and FIG. 5 and described above). If d(n) and
d(n-1) denote the delay experienced by the nth and (n-1)th
Sync message at the slave, respectively, then the PDV induced
by the network is given as j(n)=d(n)-d(n-1). The timestamp
difference between the nth and (n—1)th generated Sync mes-
sage at the master is defined as AT(n)=T(n)-T(n-1). At the
slave, the timestamp difference between the nth and (n-1)th
Sync message arrivals as measured by the slave clock is
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defined as AR(n)=R(n)-R(n-1). Note that the timestamp dif-
ference measured by the slave includes the PDV experienced
between the two arrivals (j(n)) plus clock noise (N(n)), that is,
AR(n)=AT(n)+j(n)+N(n). All these signals and the effect of
the clock noise are depicted in FIG. 15.

Looking at the components of AR(n), we see that the PDV
component j(n) can easily be measured by TCs (and removed
by the slave) but the clock noise component N(n) can only be
filtered out by the slave using appropriate filtering mecha-
nisms to be described below. The filtering may have to handle
also residual PDVs (V(n)) not captured by imperfect TC
measurements of residence times. Note that the PDV j(n) is
relatively much larger (up to millisecond levels) in magnitude
than the clock noise component N(n) (which is on the order of
clock cycles).

Embodiments of the present invention provide a clock
recovery mechanism where we can measure the Sync inter-
departure times AT(n) from the master, the total PDV (i.e.,
total residence time) experienced by the Sync, j(n), and the
Sync inter-arrival times at the slave AR(n). We then want to
remove all the PDV that we can possibly account for G(n))
from AR(n) (that is, AR*(n)=AR(n)—j(n)). The result,
AR*(n)=AT(m)+N(n)+V(n), still includes the clock noise
(N(n)) plus residual PDV (V(n)=j(n)-j(n)).

In these embodiments, the difference between AT(n) and
AR*(n) forms an error signal, e(n)=AT(n)-AR*(n). This error
signal can be filtered by the loop filter of a PLL whose output
then controls the frequency f.=1/t, of the local oscillator of
the slave clock as shown in Error! Reference source not
found. The function of the PLL is to control the slave clock
frequency . such that the error e goes to zero at which point
the slave clock frequency equals the master clock frequency
f.. So our control problem here is then formulated as: while
ﬁlterlng out PDV and other clock noise, control the slave
clock frequency T.=1/t, such that the slave clock measure-
ments are equal to the master clock timestamp differences,
that is, we want AR(n)-j(n)-N(n)=AT(n) in the long term
average sense. The quantity AT(n) serves as the PLL refer-
ence input and AR*(n) as its output (i.e., the controlled vari-
able). A detailed description of how the PDVs are compen-
sated at the slave is shown in FIG. 16. The main idea of the
compensation is to ensure that AR(n) after PDV compensa-
tion is roughly equal to AT(n).

FIG. 17 shows a high-level view ofa clock synchronization
scheme. This synchronization strategy allows multiple slaves
3, for example in a broadcast or point-to-multipoint commu-
nication scenario, to synchronize their clocks to the master 1.
The master clock can be modeled simply as an oscillator 10
and a pulse counter 11. The oscillator 10 issues periodic
pulses that constitute the input to the pulse counter 11. The
output of the counter 11 represents the master clock signal 12
and is incremented by a fixed amount at each pulse. Samples
or snapshots of the pulse counter 11 (master clock signals) are
taken and communicated to the slave as timestamps in a
stream of PTP messages 13.

The slave PLL 31 uses the timestamps (which constitute
the PLL reference signal) to lock onto the master clock. The
PLL has four main components: a phase detector 310, a loop
filter 311, a controlled oscillator 312 (analog or digitally
controlled), and a pulse counter 313. The phase detector 310
computes the error signal and the error signal is passed on to
the loop filter 311 which is responsible for eliminating pos-
sible PDV and noise in the input signal. The controlled oscil-
lator 312, which typically has a center frequency, oscillates at
a frequency which is determined by the output signal of the
loop filter 311.
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Akey attribute of the technique is that timing packet loss is
not an issue because the slave PLL 31 mechanism integrates
over several seconds’ worth of timing packets. The times-
tamps are all relative to a stable time reference, not to the
previous packet, therefore the slave 3 can simply wait for the
next packet to arrive to obtain the information it requires.
Therefore the loss of an individual packet or even a group of
packets will have little effect on the clock recovery perfor-
mance.

The following describes how residence times can be trans-
ported by the transparent clocks to the slaves 3:

E2E Transparent Clock: The correction field in the PTP
message carries only the residence times implying its
contents can be used directly in the proposed frequency
synchronization mechanism described here.

P2P Transparent Clock: In this case, since the correction
field in the PTP message is used to carry the residence
times plus the link propagation delays, a type, length,
value (TLV) field can be defined in the Sync or Fol-
low_Up message for carrying only the residence time.
Fortunately, IEEE 1588 allows all PTP messages to be
extended by means of a standard TLV extension mecha-
nism. In this case, the P2P TC has to be appropriately
modified to capture the residence time and modified the
related residence time defined TLV field in the Sync or
Follow_Up message.

Role of the PLL Loop Filter

A perfect TC would not contribute to PDV because the
residence time embedded in the correction field will be accu-
rate and can be used by the slave to completely cancel out the
effects of PDV. However, in practice, it becomes technically
very challenging to implement a perfect TC because the TC
functionality is usually implemented inside a networking
device such as a switch or router. Typically a switch or router
uses a number of strategically located buffers to queues,
manage and prioritize packets. The queuing architecture typi-
cally adopted does not allow for efficient manipulation of the
correction field to record accurately the residence time in the
device. As an example, we consider the queuing arrangement
shown in FIG. 18, which is typical in most switches and
routers.

As illustrated in FIG. 18, the final queue (i.e., the transmis-
sion queue), that sits just before the physical interface (PHY)
poses problems for the TC operation. This first-in-first-out
(FIFO) queue serves the medium access control (MAC) pro-
tocol. From an implementation point of view, it is very chal-
lenging to change the content of a packet when it is about to
go out the PHY, particularly in the one-step clock mode. One
would expect that once the correction field had been updated
in the PTP packet, the packet theoretically should immedi-
ately be sent out of the PHY without any extra delay. How-
ever, in a switch or router where congestion occurs and pack-
ets are regularly sent out the PHY, it is likely that a packet has
already begun transmission, hence making a PTP packet fol-
lowing it to wait until the current packet is fully transmitted
out of the PHY. It is important to note that in this situation,
Quality of Service prioritization does not help because a
packet cannot be stopped from going out after the first byte
has been transmitted.

With the above technical issues in mind, it should come as
no surprise that some implementations result in inaccuracies
in the correction field value. The inaccuracy will depend on
transmission rate and the largest allowable Ethernet frame
size. For example, at Gigabit Ethernet rates, it takes 12 usec to
transmit a 1518 byte packet and 525 usec to transmit a 64
Kbyte jumbo packet.
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The queuing structure described above is one source of
inaccuracies in the TC operation. There are other factors that
can introduce inaccuracies depending on the switch/router
implementation. The inaccuracies in the correction field can
be due to:

Different sized packets are not corrected to the same accu-

racy.

Residence time embedded in the correction field value is
based on an average value instead of a packet-by-packet
correction.

A fixed delay correction is being used instead of an average
or packet-by-packet correction.

TC correction is different in both directions leading to
asymmetry issues.

At this point we see that when errors exists in the TCs, the
correction field arriving at a slave will not be the true PDV on
the path—there will still be some residual PDV resulting from
the (in)accuracies in the TCs. This means there will always be
some residual “noise” resulting from the “impertect” TC. The
loop filter 311 is responsible for filtering out this residual
noise in addition to the incoming clock wander and jitter and
local clock noise (FIG. 19). In the case where the TCs are
free-running, the PLL loop filter 311 must take care of the
measurement noise (errors) arising from using free-running
clocks. But it should be noted here that the residual PDV will
be much less than the end-to-end case where TCs are not used.
Even TCs which are not frequency locked to the master will
still give PDVs that are much less than the end-to-end case
(see FIG. 13 and the accompanying description above). The
level of PDV will still be considerably low that the loop filter
can be designed to give near TDM like behavior.

Frequency Distribution to Slave Clocks

As shown in FIG. 20, the transparent clock devices 7 on the
communication path to each slave 3 measure the delay the
Sync packet resides in the TC device 7 and increments the
correction field in the PTP header. By doing so, the slave
clock 3 or boundary clock further down the line can determine
how long the Sync packet resided in the TC devices 7 before
it. The slave 3 can then use the values in the correction field to
reduce the effects PDV on its path.

Designing the PLL Loop Filter

A PLL is essentially a feedback control system as illus-
trated in FIG. 21. Thus, we need mathematical models (e.g.,
in the form of transfer functions) of the loop components to
determine the parameters of the loop filter. For the purpose of
our analysis here, we assume the PLL oscillator 312 to be a
voltage controlled oscillator (VCO). In this case, the filtered
error from the loop filter 311 is converted to a digital word,
and passed to a digital-to-analog converter (DAC) whose
output controls the VCO 312. The control analysis is the same
even if other oscillators, whether analog or digital are used. It
is noted that when the PLL has acquired lock and is not pulled
out by large phase steps, frequency steps, or phase noise
applied to its reference input, its performance can be analyzed
by a linear model.

Since the sampling rate of the system proposed (i.e., Sync
message rate of 1 to 128 Hz) is much higher than (a lot greater
than two times) the PLL bandwidth, a continuous-time analy-
sis can be used for this discrete-time system. Typical telecom
synchronization PLLs have bandwidth much less than 1 Hz
(e.g., 1 mHz). The analog or continuous-time PLL consists of
a phase detector 310, a loop filter 311 and VCO 312, for
example as shown FIG. 21. The phase detector 310 can sim-
ply be represented by a constant gain K,,,. The VCO 312 can
be modeled as a perfect integrator in the Laplace domain as
Greo(8)=Kpcofs, where K, 1s its gain. The loop filter 311
can be specified in Laplace domain as G, (s). In the absence
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of noise, the closed-loop transfer function and normalized
phase error response are specified in the Laplace domain,
respectively, as

Ovcols)  KppKyco Grr(s)
O (s) s+ KppKycoGrr(s)’

M

Gprils) =
and

O,(s) _ O, () — Oycols)
Oef () Oef ()
5

@

" 5+ KppKycoGLr(s)
=1-Gpuls)

where @ ,-(s), ©,,(s), and © (s) are the Laplace transforms
of the VCO phase 8 ,.,(t) reference signal phase 6, .(t), and
phase error 0,(t), respectively.

We consider here a second-order lag-lead filter (also
known as a proportional-integral (PI) filter) which has trans-
fer function

1+s75
Grr(s) = e

©)

where T, and T, are time constants of the filter. The filter has
apole at s=0 and therefore behaves like an integrator. [thas (at
least theoretically) infinite gain at zero frequency. The closed-
loop transfer function of the PLL with this filter is of the form

)

2w,s + w?

(s —s0)(s —s1)°

Gruls) 2w,s + w?
s) = =
PLL §2 4+ 28,5 + 3

where w,, and § are the natural frequency and damping fac-
tors, respectively, and are specified in terms of K5, Ky, Ty
and T, as

®

These two parameters are usually used to specify perfor-
mance requirements of a system. The poles of the closed loop
system are

S0,1==E0, £/, ¥ 1-E2 (6)

When ©>1, the poles are real; and when £<1, the poles are
complex and conjugate. When £=1, the poles are repeated and
real and the condition is called critical damping. When &<1,
the response is underdamped and the poles are complex. The
transient response of the closed-loop system is increasingly
oscillatory as the poles approach the imaginary axis when &
approaches zero.

Typically, performance specification for feedback control
systems often involves certain requirements associated with
the time response of the system. It is important to note that
damping ratios in desynchronizers and clocks in telecom
systems have gain peaking of 0.1 dB or 0.2 dB, respectively
(corresponding to damping ratios of 4.3188 and 2.9585,
respectively). This makes telecom synchronization over-
damped systems. In a second-order PLL, the loop bandwidth
B,,, damping ratio &, and natural frequency m,, are related by
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M

BW:%\/2§2+1+\/(2§2+1)2+1 .

Following telecom industry practice, the second-order
PLL with PI filter are implemented to have closed-loop band-
width B, =1 Hz or less and damping ratio §=3. Thus, for a
second-order system, by specifying B,, and &, the natural
frequency w,,, and the filter constants T, and T, can easily be
determined from the above equations.

In a practical design of the PLL, some parameters are
initially given (or can be determined from manufacturer
datasheets) such as the VCO parameter K ;. The remaining
parameters (T, and T,) then have to be chosen for the best
dynamic performance and maximum stability of the system.
We assume that the phase detector gain is set to one (K,,=1)
and its effects are lumped into the computation of the param-
eters of the loop filter.

Now knowing the two parameters of the loop filter G, (s),
we want to find a set of difference equations (or G, -(z) for the
digital implementation of the filter). Using the Tustin’s or
bilinear approximation for the digitization of G, (s), for
every occurrence of s in the loop filter we substitute

_ 2({1-7¢"! 3)
S_E 1+z71)

where At is the sampling interval for the system. Thus, we
have

Grr(z) = Grr(s) |S: ©)

Hi=)
_fw
T E@

1+2(1_[1]

Ar |1+
2ri{l-z1y
E(Hz"]

which gives the following difference equation for implement-
ing the loop filter for the second-order loop

Ar-2

Ar+2
i 5 1T2 e(n—1).

) =en—1)+ (19

e(n) +

=

With this equation, the phase detector (which involves
simple subtraction) and the loop filter can be implemented in
the digital domain with sampling interval At.
Digital-to-Analog Convertor (DAC) Model

Next we derive the transfer function of the DAC 314 since
the systems in these embodiments involve a DAC-VCO com-
bination, for example as shown in FIG. 22, for generating the
output frequency at the slave clock.

The DAC 314 and the VCO 312 determine the accuracy of
the PLL 31. Let us define the following variables:

u(t)=DAC output voltage (in volts)

AV ,,—DAC output voltage range (which is also the VCO

input voltage range)

DAC,, =DAC resolution (range)=2%, where L is the DAC

register length in bits, e.g., L=12 bits
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Thus, given a filtered error value &(t), the DAC 314 pro-
duces a voltage according to the following formula:

AVpac
DAC, ¢

u(t) = b

8D

The above equation means that the VCO input voltage
range AV, is quantized into DAC,  values (the DAC
range). We also assume in the equation that the filtered error
value &(t) is expressed as an integer number 0 to DAC,_~1.
This requires a mapping from filtered error space [€,,,,,. €,,,.]

to the DAC space [0, DAC,,.~1]. The Laplace transform of
the expression is given as

Voac (12)

U —A E
(@—m (),

from which we get the DAC transfer function

U(s)
Gpacl(s) = — =
E(s)

AVpac (13)

" DACres’

and where fi(s) and U(s) are the Laplace transforms of&(t) and
u(t), respectively.
Voltage Controlled Oscillator (VCO) Model

Here we assume that the DAC output voltage u(t) does not
need any amplification, thus A=1. The VCO 312 oscillates at
an angular frequency w;,~(t) which is determined by the
DAC output voltage u(t). The angular frequency of the VCO
Wyeo(t) is given by

Opcol)=0,+Kpcou(l), (14)

where w,=2xf, is the center angular frequency of the VCO
(expressed in rad/sec), f, is the center frequency in Hertz,
Ky o 18 the VCO gain (in rad/sec-V). The deviation of the
VCO from its center frequency is Awpo(1)=K~ou(t).

By definition, the VCO phase 0., is given by the integral
over the frequency variation Aw=w~(t)-w,, that is,

i i (15)
Oycolt) = wa(x) dx= chof u(x)dx.
0 0

Denoting ©,.,(s) as the Laplace transform of ® (1), the
Laplace transform of the above expression is given by

Kyco (16)

N

Oycols) = Ufs),

from which we get the transfer function of the VCO as

Oycols) _ Kyco amn

Uis) s

Gycols) =

This expression shows that the VCO represents a pure
integrator for phase signals. The operation of the PLL is
complicated by the fact that it has to track the reference clock
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and simultaneously reject short term variations. From a func-
tional point of view, two major requirements are specified for
a system PLL:

To provide a very stable clock, synchronized to the external
network to run all elements of the system.

To provide a stable clock in case synchronization is lost
(holdover mode). In this case the feedback loop is open
and the circuit does not behave as a PLL.

The gain of the VCO 312 can be computed from the VCO
data sheet (obtained from the supplier). The first requirement
is the determination of the supply voltage(s) of the VCO (this
can be determined from the data sheet). For example, the
VCO circuit can be powered from a unipolar +5V supply. Let
the VCO supply voltage be denoted by U, The VCO
control signal u(t) is usually limited to a range which is
smaller than the supply voltage U, ... Letu, andu,, be
the minimum and maximum value allowed for u(t), respec-
tively. With these, the VCO transfer characteristic curve is
described as shown in FIG. 23.

The VCO is required to generate the frequency ®yco in
when u(t)=u,,,,,,, and the frequency wpco ... when v=u,,, .
Now the angular frequency is determined at u=U,,,,,/2
which corresponds to a frequency w,, that is considered as the
center frequency of the PLL (irrespective of the fact that the
center frequency could be varying (e.g., due to temperature
effects, aging)). From Error! Reference source not found, the
VCO gain can be calculated as

WyCo_max — Wyco_min _ Awyco (13)

T AVpac’

Kyco =
Umax — Umin

The frequency axis of the VCO characteristics is some-
times expressed in Hertz instead of radians per second. In this
case, the gain is obtained as

27(fyco_max = fycomin) _ 27-Afyco (19

Kyco = = .
Umax = Umin AVpac

Furthermore, if the frequency axis is expressed in parts-
per-million (ppm) of the VCO center frequency, the gain is
calculated as

27 fo-Appm
AVpac

(20)
Kyco =

where f, is the VCO center frequency and Appm is the VCO
output frequency range in ppm.
Frequency Synchronization Algorithms

In this section we describe the algorithms used by the slave
PLL 31 to synchronize its frequency to the master’s. A Sync
message is transmitted by a master 1 to its slaves 3. It either
contains the accurate time of its transmission (one-step clock)
or is followed by a Follow_Up message containing this time
(two-step clock).
One-Step Clock Algorithm

In order to estimate and mitigate oscillator drifts, the mas-
ter clock 4 periodically sends a Sync message based on its
local reference clock to a slave clock 5 on the network. In the
one-step clock mode, the master 1 marks the exact time the
Sync message is sent in the Sync when it departs. The exact
time is inserted into the Sync message “on-the-fly” by the
hardware. There is no need to send a Follow_Up message
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with the exact time information to the slave clock. The slave
clock 5 timestamps the arrival of the Sync message using its
local time base. FIG. 24 is a flowchart setting out a PLL
algorithm at the slave 3 for a one-step clock mode according
to an embodiment of the present invention. The processing
steps involved are illustrated in FIG. 25.

In the one-step clock algorithm, the steps are as follows:

After the initial set up of the loop filter parameters and the
other parameters of the PLL 31 (S101), at the arrival of the
first Sync message (S102): a counter K is set to zero; the PLL
pulse counter 313 is read at the instant of the message arrival
and this value is allocated to variable receiverTimestamp(0);
and the origin timestamp and correction field information are
extracted from the Sync message and allocated to variables
originTimestamp(0) and correctionField(0) respectively.

The following steps (S103 to S106) are then repeated on
the arrival of successive Sync messages.

The counter K is incremented by 1 and, on arrival of the Kth
Sync message: the PLL pulse counter 313 is read at the instant
of the message arrival and this value is allocated to the vari-
able receiverTimestamp(K); and the origin timestamp and
correction field information are extracted from the Sync mes-
sage and allocated to the variables originTimestamp(K) and
correctionField(K) respectively (S103).

The error signal is then computed (S104) according to the
following formula:

error_signal(X)=[originTimestamp(K)-originTimes-
tamp(X-1)]-{[receiver Timestamp (K)-receiver-
Timestamp(K-1)]-[correctionField(K)-correc-
tionField(X-1)]}

The error signal is then filtered by the loop filter 311 (S105)
and the filtered error signal converted into the appropriate
analog or digital input signal (the oscillator control signal) to
the PLL oscillator 312 (S206).

Note that in the frequency synchronization algorithms
described in the figures, the correctionField variable refers to
the accumulated residence times in the correction field of the
PTP message when E2E TCs are used and to residence times
in the special TLV field when P2P TCs are used.

Two-Step Clock Algorithm

In the two-step-mode the master 1 sends a Sync message
with an estimated value of the time the message departs to the
slave 3. Parallel to this, the time at which the message leaves
the master 1 is measured as precisely as possible. The master
1 then sends this exact transmission time of the Sync message
to the slave 3 in a Follow-Up message. The slave clock 5
timestamps the arrival of the Sync message using its local
time base. FIG. 26 is a flowchart setting out a PLL algorithm
at the slave 3 for a two-step clock mode according to an
embodiment of the present invention. The processing steps
involved are illustrated in FIG. 27.

In the two-step clock algorithm, the steps are as follows:

After the initial set up of the loop filter parameters and the
other parameters of the PLL 31 (S201), at the arrival of the
first Sync message (S202) a counter K is set to zero; the PLL
pulse counter 313 is read at the instant of the message arrival
and this value is allocated to variable receiverTimestamp(0);
at the arrival of the corresponding Follow_Up message, the
preciseorigin timestamp and correction field information are
extracted from the Follow_Up message and allocated to vari-
ables preciseoriginTimestamp(0) and correctionField(0)
respectively.

The following steps (S203 to S206) are then repeated on
the arrival of successive Sync messages.

The counter K is incremented by 1 and, on arrival of the Kth
Sync message the PLL pulse counter 313 is read at the instant
of the message arrival and this value is allocated to the vari-
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able receiverTimestamp(K); at the arrival of the correspond-
ing Follow_Up message, the preciseorigin timestamp and
correction field information are extracted from the Fol-
low_Up message and allocated to the variables preciseorig-
inTimestamp(K) and correctionField(K) respectively (S203).

The error signal is then computed (S204) according to the
following formula:

error_signal(K)=[preciseorigin Timestamp(K)-precise-
originTimestamp(K-1)]-{[receiverTimestamp
(K)-receiverTimestamp(K-1)]-[correctionField
(K)~correctionField(X-1)]}

The error signal is then filtered by the loop filter 311 (S205)
and the filtered error signal converted into the appropriate
analog or digital input signal (the oscillator control signal) to
the PLL oscillator 312 (S206).

The systems and methods of the above embodiments may
be implemented in a computer system (in particular in com-
puter hardware or in computer software) in addition to the
structural components and user interactions described.

The term “computer system” includes the hardware, soft-
ware and data storage devices for embodying a system or
carrying out a method according to the above described
embodiments. For example, a computer system may com-
prise a central processing unit (CPU), input means, output
means and data storage. Preferably the computer system has
a monitor to provide a visual output display (for example in
the design of the business process). The data storage may
comprise RAM, disk drives or other computer readable
media. The computer system may include a plurality of com-
puting devices connected by a network and able to commu-
nicate with each other over that network.

The methods of the above embodiments may be provided
as computer programs or as computer program products or
computer readable media carrying a computer program
which is arranged, when run on a computer, to perform the
method(s) described above.

The term “computer readable media” includes, without
limitation, any non-transitory medium or media which can be
read and accessed directly by a computer or computer system.
The media can include, but are not limited to, magnetic stor-
age media such as floppy discs, hard disc storage media and
magnetic tape; optical storage media such as optical discs or
CD-ROMs; electrical storage media such as memory, includ-
ing RAM, ROM and flash memory; and hybrids and combi-
nations of the above such as magnetic/optical storage media.

While the invention has been described in conjunction with
the exemplary embodiments described above, many equiva-
lent modifications and variations will be apparent to those
skilled in the art when given this disclosure. Accordingly, the
exemplary embodiments of the invention set forth above are
considered to be illustrative and not limiting. Various changes
to the described embodiments may be made without depart-
ing from the spirit and scope of the invention.

In particular, although the methods of the above embodi-
ments have been described as being implemented on the
systems of the embodiments described, the methods and sys-
tems of the present invention need not be implemented in
conjunction with each other, but can be implemented on
alternative systems or using alternative methods respectively.

All references referred to above are hereby incorporated by
reference.

The invention claimed is:

1. A method of synchronising the frequency of an oscillator
in a slave device to the frequency of a master clock in a master
device, the method including the steps of:
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a) receiving in the slave device a first message from said
master device having a first time-stamp which is a time-
stamp of said master clock indicating the precise time of
sending of said first message and a first correction value
which is the cumulative delay encountered by the mes-
sage during its passage from the master device to the
slave device;

b) extracting said time-stamp and said correction value
from said first message and recording a first value of a
counter in the slave device at the time of receipt of the
first message;

¢) receiving in the slave device a further message from said
master device having a second time stamp which is a
time-stamp of said master clock indicating the precise
time of sending of said further message and a second
correction value which is the cumulative delay encoun-
tered by the message during its passage from the master
device to the slave device;

d) extracting said time-stamp and said correction value
from said further message and recording a further value
of'the counter in the slave device at the time of receipt of
the further message;

e) determining an error signal which is representative of the
difference between the first time-stamp and the further
time-stamp and the first value of the counter and the
further value of the counter, adjusted by the difference
between the first correction value and the further correc-
tion value; and

1) adjusting the frequency of the oscillator based on said
error signal.

2. The method according to claim 1, further including the
step of filtering the error signal to remove noise prior to
adjusting the frequency.

3. The method according to claim 1 wherein the correction
value is the accumulated residence times in the network
devices through which the messages pass between the master
device and the slave device.

4. The method according to claim 3 wherein the messages
are PTP Sync messages and the correction value is stored in
the correction field of the PTP messages.

5. The method according to claim 3 wherein the messages
are PTP Sync messages and the correction value is stored in a
type, length, value field which is an extension to those mes-
sages.

6. The method according to claim 1 wherein the method
repeats steps c) to f).

7. The method according to claim 6 wherein the method
repeats steps c) to ) at all times when the slave device is
operational.

8. A method of synchronising the frequency of an oscillator
in a slave deviceto the frequency of a master clock in a master
device, the method including the steps of:

a) receiving in the slave device a first message from said
master device and recording a first value of a counter in
the slave device at the time of receipt of the first mes-
sage;

b) receiving in the slave device a second message from said
master device, the second message having a first time-
stamp which is a time-stamp of said master clock indi-
cating the precise time of sending of said first message
and a first correction value which is the cumulative delay
encountered by the second message during its passage
from the master device to the slave device

¢) extracting said time-stamp and said correction value
from said second message;
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d) receiving in the slave device a first further message from
said master device and recording a further value of the
counter in the slave device at the time of receipt of the
further message;

e) receiving in the slave device a second further message
from said master device, the second further message
having a second time stamp which is a time-stamp of
said master clock indicating the precise time of sending
of said first further message and a second correction
value which is the cumulative delay encountered by the
second further message during its passage from the mas-
ter device to the slave device;

) extracting said time-stamp and said correction value
from said second further message;

g) determining an error signal which is representative of
the difference between the first time-stamp and the fur-
ther time-stamp and the first value of the counter and the
further value of the counter, adjusted by the difference
between the first correction value and the further correc-
tion value; and

h) adjusting the frequency of the oscillator based on said
error signal.

9. The method according to claim 8, further including the
step of filtering the error signal to remove noise prior to
adjusting the frequency.

10. The method according to claim 8 wherein the correc-
tion value is the accumulated residence times in the network
devices through which the messages pass between the master
device and the slave device.

11. The method according to claim 10 wherein the second
message and second further message are PTP Follow_Up
messages and the correction value is stored in the correction
field of the PTP messages.

12. The method according to claim 10 wherein the second
message and second further message are PTP Follow_Up
messages and the correction value is stored in a type, length,
value field which is an extension to those messages.

13. The method according to claim 8 wherein the method
repeats steps d) to h).

14. The method according to claim 13 wherein the method
repeats steps d) to h) at all times when the slave device is
operational.

15. An apparatus for synchronizing the frequency ofa slave
clock in a slave device which is communicatively coupled to
a master device having a master clock, the slave clock com-
prising:

an oscillator; and

a pulse counter counting pulses from said oscillator;

the apparatus comprising:

a receiver receiving messages from said master device;

a time-stamp extraction device for extracting time-stamps
applied to said messages by the master device;

a correction field extraction device for extracting values
from a correction field contained in said messages; and

a phase detector,

wherein:

the receiver receives a first message from said master
device having a first time-stamp which is a time-stamp
of said master clock indicating the precise time of send-
ing of said first message and a first correction value
which is the cumulative delay encountered by the mes-
sage during its passage from the master device to the
slave device and records a first value of the counter at the
time of receipt of the first message;

the time-stamp extraction device extracts said time-stamp
from said first message;



US 9,112,631 B2

35

the correction field extraction device extracts said correc-

tion value from said first message;

the receiver receives a further message from said master

device having a second time stamp which is a time-
stamp of said master clock indicating the precise time of
sending of said further message and a second correction
value which is the cumulative delay encountered by the
message during its passage from the master device to the
slave device and records a further value of the counter in
the slave device at the time of receipt of the further
message;

the time-stamp extraction device extracts said time-stamp

from said further message;

the correction field extraction device extracts said correc-

tion value from said further message;

the detector determines an error signal which is represen-

tative of the difference between the first time-stamp and
the further time-stamp and the first value of the counter
and the further value of the counter, adjusted by the
difference between the first correction value and the
further correction value; and

said oscillator adjusts its frequency of oscillation based on

said error signal.

16. The apparatus according to claim 15 further including
a filter which filters the error signal from said detector to
remove noise and forms a control signal and wherein the
oscillator adjusts its frequency of oscillation based on said
control signal.

17. The apparatus according to claim 16 wherein said oscil-
lator, counter, detector and filter form a phase-locked loop.

18. The apparatus according to claim 15 wherein the cor-
rection value is the accumulated residence times in the net-
work devices through which the messages pass between the
master device and the slave device.

19. The apparatus according to claim 18 wherein the mes-
sages are PTP Sync messages and the correction value is
stored in the correction field of the PTP messages.

20. The apparatus according to claim 18 wherein the mes-
sages are PTP Sync messages and the correction value is
stored in a type, length, value field which is an extension to
those messages.

21. An apparatus for synchronizing the frequency ofa slave
clock in a slave device which is communicatively coupled to
a master device having a master clock, the slave clock com-
prising:

an oscillator; and

a pulse counter counting pulses from said oscillator;

the apparatus comprising:

a receiver receiving messages from said master device;

a time-stamp extraction device for extracting time-stamps

applied to said messages by the master device;

a correction field extraction device for extracting values

from a correction field contained in said messages; and

a phase detector,

wherein:

the receiver receives a first message from said master

device and records a first value of the counter at the time
of receipt of the first message;

the receiver receives a second message from said master

device, the second message having a first time-stamp
which is a time-stamp of said master clock indicating the
precise time of sending of said first message and a first
correction value which is the cumulative delay encoun-
tered by the second message during its passage from the
master device to the slave device;

the time-stamp extraction device extracts said time-stamp

from said second message;
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the correction field extraction device extracts said correc-
tion value from said second message;

the receiver receives a further message from said master
device and records a further value of the counter in the
slave device at the time ofreceipt of the further message;

the receiver receives a second further message from said
master device, the second further message having a sec-
ond time stamp which is a time-stamp of said master
clock indicating the precise time of sending of said first
further message and a second correction value which is
the cumulative delay encountered by the second further
message during its passage from the master device to the
slave device;

the time-stamp extraction device extracts said time-stamp
from said second further message;

the correction field extraction device extracts said correc-
tion value from said second further message;

the detector determines an error signal which is represen-
tative of the difference between the first time-stamp and
the further time-stamp and the first value of the counter
and the further value of the counter, adjusted by the
difference between the first correction value and the
further correction value; and

said oscillator adjusts its frequency of oscillation based on
said error signal.

22. The apparatus according to claim 21 further including

a filter which filters the error signal from said detector to

remove noise and forms a control signal and wherein the

oscillator adjusts its frequency of oscillation based on said
control signal.
23. The apparatus according to claim 21 wherein said oscil-
lator, counter, detector and filter form a phase-locked loop.
24. The apparatus according to claim 21 wherein the cor-

rection value is the accumulated residence times in the net-

work devices through which the messages pass between the
master device and the slave device.

25. The apparatus according to claim 24 wherein the mes-
sages are the second message and second further message are
PTP Follow_Up messages and the correction value is stored
in the correction field of the PTP messages.

26. The apparatus according to claim 24 wherein the sec-
ond message and second further message are PTP Follow_Up
messages and the correction value is stored in a type, length,
value field which is an extension to those messages.

27. A frequency synchronisation system for a packet net-
work, the system including:

a master device having a master clock;

a slave device having a slave clock; and

a packet network connecting the master and slave devices,

wherein:

the slave clock comprises:

an oscillator; and
a pulse counter counting pulses from said oscillator;
the slave device comprises a frequency synchronization
apparatus comprising:
a receiver receiving messages from said master device;
a time-stamp extraction device for extracting time-
stamps applied to said messages by the master device;
a correction field extraction device for extracting values
from a correction field contained in said messages;
and
a phase detector,
wherein:
the receiver receives a first message from said master
device having a first time-stamp which is a time-
stamp of said master clock indicating the precise time
of sending of said first message and a first correction
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value which is the cumulative delay encountered by
the message during its passage from the master device
to the slave device and records a first value of the
counter at the time of receipt of the first message;

the time-stamp extraction device extracts said time-
stamp from said first message;

the correction field extraction device extracts said cor-
rection value from said first message;

the receiver receives a further message from said master
device having a second time stamp which is a time-
stamp of said master clock indicating the precise time
of sending of said further message and a second cor-
rection value which is the cumulative delay encoun-
tered by the message during its passage from the
master device to the slave device and records a further
value of the counter in the slave device at the time of
receipt of the further message;

the time-stamp extraction device extracts said time-
stamp from said further message;

the correction field extraction device extracts said cor-
rection value from said further message;

the detector determines an error signal which is repre-
sentative of the difference between the first time-
stamp and the further time-stamp and the first value of
the counter and the further value of the counter,
adjusted by the difference between the first correction
value and the further correction value; and

said oscillator adjusts its frequency of oscillation based
on said error signal.

28. The system according to claim 27 wherein the system
further includes at least one further device connected to the
packet network between the master and slave devices,
wherein:

the further device is a transparent clock which forwards

said messages and updates the correction field in the
forwarded messages to account for the residence time of
each message in the device.

29. The system according to claim 28 wherein the mes-
sages are PTP Sync messages and the further device is an
end-to-end transparent clock which measures the transit time
in the device and adds that time to the correction field of each
Sync message that passes through the device.

30. The system according to claim 28 wherein the mes-
sages are PTP Sync messages and the further device is a
peer-to-peer transparent clock which measures the transit
time in the device and adds that time to a type, length, value
extension field defined in the Sync messages for that purpose.

31. A frequency synchronisation system for a packet net-
work, the system including:

a master device having a master clock;

a slave device having a slave clock; and

apacket network connecting the master and slave devices,

wherein:

the slave clock comprises:

an oscillator; and

a pulse counter counting pulses from said oscillator;
the slave device comprises a frequency synchronization

apparatus comprising:

the apparatus comprising:

a receiver receiving messages from said master device;
a time-stamp extraction device for extracting time-
stamps applied to said messages by the master device;
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a correction field extraction device for extracting values
from a correction field contained in said messages;
and

a phase detector,

wherein:

the receiver receives a first message from said master
device and records a first value of the counter at the
time of receipt of the first message;

the receiver receives a second message from said master
device, the second message having a first time-stamp
which is a time-stamp of said master clock indicating
the precise time of sending of said first message and a
first correction value which is the cumulative delay
encountered by the second message during its passage
from the master device to the slave device;

the time-stamp extraction device extracts said time-
stamp from said second message;

the correction field extraction device extracts said cor-
rection value from said second message;

the receiver receives a further message from said master
device and records a further value of the counter in the
slave device at the time of receipt of the further mes-
sage;

the receiver receives a second further message from said
master device, the second further message having a
second time stamp which is a time-stamp of said
master clock indicating the precise time of sending of
said first further message and a second correction
value which is the cumulative delay encountered by
the second further message during its passage from
the master device to the slave device;

the time-stamp extraction device extracts said time-
stamp from said second further message;

the correction field extraction device extracts said cor-
rection value from said second further message;

the detector determines an error signal which is repre-
sentative of the difference between the first time-
stamp and the further time-stamp and the first value of
the counter and the further value of the counter,
adjusted by the difference between the first correction
value and the further correction value; and

said oscillator adjusts its frequency of oscillation based
on said error signal.

32. The system according to claim 31 wherein the system
further includes at least one further device connected to the
packet network between the master and slave devices,
wherein:

the further device is a transparent clock which forwards

said messages and updates the correction field in the

forwarded messages to account for the residence time of
each message in the device.

33. The system according to claim 32 wherein the second
message and second further message are PTP Follow_Up
messages and the further device is an end-to-end transparent
clock which measures the transit time in the device and adds
that time to the correction field of each Follow_Up message
that passes through the device.

34. The system according to claim 32 wherein the second
message and second further message are PTP Follow_Up
messages and the further device is a peer-to-peer transparent
clock which measures the transit time in the device and adds
that time to a type, length, value extension field defined in the
Follow_Up messages for that purpose.
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